
Enabling Safer Augmented Reality Experiences: Usable Privacy
Interventions for AR Creators and End-Users

Shwetha Rajaram

University of Michigan

United States

shwethar@umich.edu

Guiding AR designers to AR developers to AR end-users to
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the earliest stages of design
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to provide privacy-friendly alternatives 
for end-users

Adapt AR interfaces

to align with their privacy 
needs in dynamic contexts

Figure 1: Overview of Research Agenda to equip AR designers, developers and end-users with a privacy mindset.

ABSTRACT

Augmented reality (AR) is approaching everyday usage, but poses

novel privacy concerns for end-users and bystanders due to howAR

devices capture users and process physical environments. To enable

the benefits of AR while balancing privacy goals, my dissertation

develops tools and frameworks to guide AR creators and users to

address privacy risks that can arise with AR. First, I explore how to

enable AR designers to interactively analyze potential risks in their

prototypes through implicit threat modeling within AR authoring

tools. Next, through elicitation studies with AR and privacy experts,

I contribute frameworks to expand AR interaction models with

privacy-friendlier alternatives to traditional AR input, output, and

interaction techniques. Lastly, I develop a suite of AI-enabled Pri-

vacy Assistant techniques to raise users’ awareness of privacy risks

and help them adapt AR interfaces accordingly. Ultimately, my dis-

sertation promotes an AR ecosystem with privacy at the forefront

by equipping AR creators and users with a privacy mindset.
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• Human-centered computing → Mixed / augmented reality;

Accessibility; • Security and privacy / Privacy protections;

KEYWORDS

augmented reality, usable privacy, authoring tools, elicitation

ACM Reference Format:

Shwetha Rajaram. 2024. Enabling Safer Augmented Reality Experiences:

Usable Privacy Interventions for AR Creators and End-Users. In The 37th
Annual ACM Symposium on User Interface Software and Technology (UIST
Adjunct ’24), October 13–16, 2024, Pittsburgh, PA, USA. ACM, New York, NY,

USA, 8 pages. https://doi.org/10.1145/3672539.3686708

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. Copyrights for third-party components of this work must be honored.

For all other uses, contact the owner/author(s).

UIST Adjunct ’24, October 13–16, 2024, Pittsburgh, PA, USA
© 2024 Copyright held by the owner/author(s).

ACM ISBN 979-8-4007-0718-6/24/10

https://doi.org/10.1145/3672539.3686708

1 INTRODUCTION

Ongoing advancements in AR technologies will soon enable end-

users to leverage AR to support their daily tasks across a variety of

contexts. Commercial and research applications are establishing the

benefits of AR across various domains, such as enhancing commu-

nication in telepresence systems [25], providing in-situ guidance to

healthcare professionals [14], and empowering instructors to teach

spatial concepts in new ways [23, 27]. Meanwhile, innovations

in AR hardware and sensing techniques are making AR devices

more suitable for everyday use, with trends towards lightweight

AR glasses
1
and techniques for adapting AR interfaces to various

physical environments [7, 15].

However, AR can pose novel privacy concerns to end-users and

bystanders, due to how AR devices capture users’ interactions and

process their physical surroundings [9, 29]. For example, biometric

information (e.g., speech or motion data) can be used to infer users’

identities or health conditions [13, 19]. Environmental sensing tech-

niques (e.g., object detection and 3D reconstruction) can capture

bystanders without their awareness or consent [10, 29]. As AR de-

vices are increasingly used in always-on scenarios, these risks may

be exacerbated and require users to frequently adjust their usage

of AR to maintain their desired level of privacy.

To mitigate privacy risks across the AR development and

usage lifecycle, my research develops tools and frameworks

that equip AR creators and end-users with a privacy mindset.

I envision an AR ecosystem where designers and developers not

only strive to create novel AR interactions, but are also skilled at

integrating privacy best practices into their designs. In parallel, I

want to empower end-users to make informed decisions about their

privacy and exert granular control over the configuration of AR

interfaces to support their privacy needs.

Towards these goals, I outline the three stages of my research

agenda (Fig. 1) in the following sections:

1Project Aria glasses (Meta): https://www.projectaria.com/glasses/

https://doi.org/10.1145/3672539.3686708
https://doi.org/10.1145/3672539.3686708
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(1) Developing threat modeling tools for AR designers to ana-

lyze privacy risks and brainstorm mitigation techniques

directly within their prototypes [28];

(2) Eliciting design frameworks for AR developers to expand

their interaction modelswith more privacy-friendly inter-

action techniques for users and bystanders, through studies

with AR and privacy experts [26];

(3) Developing a Privacy Assistant to help users understand

risks in dynamic contexts and adapt AR interfaces to better

serve their privacy needs.

Ultimately, my dissertation will contribute to an AR ecosystem

with privacy considerations at the forefront, by embedding pri-

vacy expertise into AR creators’ and users’ workflows and bridging

isolated research in the AR and privacy communities.

2 ANALYZING RISKS: THREAT MODELING

WITHIN AR PROTOTYPING TOOLS

Promoting Privacy by Design [6] across the AR ecosystem requires

disseminating expertise in identifying privacy threats among

the population of AR designers and developers. One system-

atic method for analyzing privacy risks is threat modeling, which
involves brainstorming how a set of critical threats could manifest

for a specific technology and prioritizing which threats to mitigate,

based on their severity and plausibility [30].

We identify two key challenges with embedding privacy exper-

tise in AR designers’ workflows. First, a significant population of

novice AR designers are being empowered to create and deploy

AR applications through authoring tools that lower the technical

barrier to entry [21, 22] (e.g., by providing no-code techniques

to leverage multimodal AR sensing capabilities [11, 16]). However,

these designers may lack the formal training in both AR and privacy

that is required to understand threats, and today’s AR authoring

tools fall short of raising designers’ awareness of the potentially

harmful impacts of their AR interaction designs.

Second, existing privacy educational tools are separate from de-

signers’ workflows, thus limiting their adoption. Our research takes

inspiration from how prior tools provide simpler abstractions to

teach designers about privacy threats (e.g., exploring threat mod-

els through ideation cards [1, 18], visual depictions of threats in

privacy comics [31]). To support rapid iteration towards safer AR

interactions, we explored how to integrate an implicit threat

modeling process within AR prototyping tools.

Research Overview: We developed Reframe [28], an AR sto-

ryboarding system that enables designers to interactively explore

potential threats directly within their prototypes. Our key innova-

tion to make privacy threats more visible and understandable for

novice AR designers is a character-driven analysis approach that per-
sonifies threats as bystander and adversary characters. Characters

are automatically inserted in the storyboard to demonstrate when

and where threats could occur, based on the user’s location and

interaction modalities. For example, our Graffiti Spammer character
prompts consideration of sharing policies and access control in AR

(Fig. 2). Appendix A.1 shows an overview of Reframe’s authoring

interface and characters.

Record 
message

Figure 2: Threat Modeling with Reframe. Reframe enables

designers to author and preview storyboards as a sequence

of AR application states in a 2.5 simulation environment, us-

ing either hand-held or head-worn AR. Then, our character-

driven analysis tools insert personified representations of

threats and analysis prompts to help designers brainstorm

mitigation techniques. Designers can review their threat

modeling via screen & audio recording tools.

We evaluated Reframe in two steps: (1) investigating how novice

AR designers’ storyboards evolved when using Reframe to iden-

tify and mitigate threats; (2) assessing the quality of the designers’

threat modeling through a review with privacy experts. Design-

ers expressed that observing characters’ interactions within 2.5D

simulation environments provided effective scaffolding for brain-

storming threats. The privacy experts found the designers’ threat

modeling as enabled by Reframe to be of good quality, compared

to their own baseline analysis. To further iterate on mitigation tech-

niques to cover a wider range of potential threats, the experts saw

promise in Reframe to facilitate co-design between AR creators

and privacy professionals.

Outcomes and Impact: Since publishing this work at UIST

2023
2
, we made Reframe available as an open-source tool for in-

teraction designers. Since 2022, my advisor, Prof. Michael Nebeling,

and I have been using Reframe to teach graduate students about

privacy considerations in Introductory AR/VR Design and Develop-

ment courses at the University of Michigan School of Information.

3 EXPANDING AR INTERACTION MODELS:

PRIVACY ADAPTATION TECHNIQUES

Reframe makes progress towards enabling designers without for-

mal training in privacy to identify potential threats; however, de-

veloping appropriate techniques to mitigate these threats remains

a challenge. AR users’ perceptions of risk may vary based on loca-

tion [29], types of data collected [13], and concerns for bystanders’

privacy [2, 10]. For AR developers, this raises a need to provide a

range of techniques for users to adapt AR interfaces to meet

their privacy needs. For example, if users are not comfortable

using 3D reconstruction to the full extent in their personal home

2
Reframe paper: https://shwetharajaram.github.io/paper-pdfs/reframe-uist23.pdf;

Reframe video demonstration: https://youtu.be/kGkDWZSr_2k

https://shwetharajaram.github.io/paper-pdfs/reframe-uist23.pdf
https://youtu.be/kGkDWZSr_2k
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(Fig. 3), they could choose to only reconstruct specific surfaces at a

coarse-grained quality to disclose less detail.

However, the landscape of privacy-preserving techniques for AR

interfaces is not well understood. While the HCI community has

explored adapting AR visual output to optimize for usability objec-

tives (e.g., to improve reachability [4] or minimize users’ cognitive

load [17]), adapting AR interfaces with privacy as the objective can

involve a wide range of AR input, output, and interaction modal-

ities. For example, in personal environments, users may prefer

marker-based tracking that only requires camera data, rather than

marker-less approaches that take both camera and depth data as

input. When using AR in public environments, AR users may prefer

subtler interaction techniques (e.g., using microgestures over mid-

air gestures) to prevent bystanders from inferring their activities.

As steps towards establishing a design space of privacy adap-

tation techniques, my next set of projects contribute design

catalogs to expand AR interaction models with alternate,

privacy-friendly interaction techniques.

Elicitation prompt: How could we adapt the interaction technique 
if the remote user restricts access to 3D reconstruction capabilities?

Adaptation technique 
proposals

disclosing less spatial detail through 
coarse-grained 3D reconstruction

limiting dynamic 3D reconstruction by 
“locking” surfaces

Figure 3: Scenario-based Elicitation Method. Based on

sketches or prototypes of AR applications (e.g., engineering

lab, navigation system), we prompted AR experts to redesign

the AR interactions if end-users chose to restrict access to

a core AR sensing capability, while still achieving the func-

tionality to the highest possible extent.

Research Overview: We conducted two elicitation studies with

researchers with expertise in AR and privacy to explore the design

space of privacy adaptation techniques for AR. User-driven elicita-
tion is an HCI method for designing interaction techniques where

users are prompted with a system effect (e.g., sharing AR content),

then produce interaction proposals to accomplish that effect [20, 32].

We extended traditional elicitation studies to holistically consider

usability and privacy goals by (1) incorporating AR usage scenarios

as a basis for analyzing context-dependent privacy risks (Fig. 3);

(2) crafting elicitation prompts around a threat model or permission

model; (3) facilitating co-design between AR developers and privacy

experts to study the interplay of usability and privacy goals.

Our first study with 12 AR and 4 privacy experts focused on how

to extend traditional AR interaction techniques (e.g., gestures, voice

commands) to provide fine-grained access control over AR content

in multi-user scenarios [26]; Appendix A.2 shows our resulting

design catalog. Our second study with 10 AR experts focused on

how to accomplish traditional AR sensing techniques (e.g., 3D re-

construction, object detection) in more privacy-preserving ways.

This resulted in a catalog of 62 adaptation techniques, which we

operationalized into a web-based visualization tool
3
to help AR

developers analyze and expand their interaction designs with more

granular controls for end-users (Fig. 4).

B

A

C

D

E

Figure 4: Visualization Tool for Privacy Adaptation Tech-

niques. We created a visualization tool to help AR developers

navigate the design space of possible techniques for adapt-

ing AR input, output, and interaction techniques to serve

end-users’ privacy needs. The techniques are organized along

design dimensions (e.g., system-driven vs. user-driven adap-

tations) to help developers weigh the usability and privacy

implications of different techniques.

Outcomes and Ongoing Work: We published insights from

our first elicitation study at CHI 2023
4
. A submission around our

second study is under review. We plan to deploy our design catalogs

and visualization tools tool to support AR developers in the future.

To further study the tradeoffs between usability and privacy

when applying privacy adaptation techniques, I will supervise a

master thesis project from September 2024–April 2025. We plan to

conduct studies around a functional AR remote assistance applica-

tion, where pairs of participants complete collaborative tasks with

the remote assistance app and are prompted to choose adaptation

techniques in response to privacy-oriented stimuli (e.g., a bystander

entering their field-of-view). We will probe into participants’ ra-

tionale for choosing specific adaptation techniques and study the

impact on task performance.

3
Privacy Adaptation Techniques Visualization Tool: https://www.youtube.com/

watch?v=7ypc-KAi8Nw

4
Eliciting S&P-Informed Sharing Techniques for Multi-User AR: https://

shwetharajaram.github.io/paper-pdfs/elicitation-chi23.pdf

https://www.youtube.com/watch?v=7ypc-KAi8Nw
https://www.youtube.com/watch?v=7ypc-KAi8Nw
https://shwetharajaram.github.io/paper-pdfs/elicitation-chi23.pdf
https://shwetharajaram.github.io/paper-pdfs/elicitation-chi23.pdf
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Temporarily 
Pausing AR 

Functionality

Privacy Context 
Analysis

Significant 
privacy impact? 

NO     YES

Modify Current 
AR Interaction 

Technique

Satisfactory 
modification?

YES     NO

Choose Alternate 
AR Interaction 

Technique

Satisfactory 
technique?
YES     NO

Privacy Assistant Stepwise RecommendationPrivacy Assistant Inputs

AR Application AR Interaction Context Event Privacy Profile

Figure 5: AR Privacy Assistant Workflow. Our LLM-enabled Privacy Assistant takes contextual data as input, such as the type

of AR app, current AR interaction, change in the user’s context that warrants a re-evaluation of their privacy needs, and a

persona representing the user’s privacy preferences [12]. Based on these inputs, the Privacy Assistant recommends how to

adapt the AR interface to meet the user’s privacy needs. This could range from minor modifications (e.g., reducing the sensing

range) to more drastic changes to the interaction model (e.g., switching to an alternate AR sensing modality).

4 ADAPTING AR INTERFACES: PRIVACY

ASSISTANT FOR AR END-USERS

Our design catalogs take important steps towards offering end-users

privacy-friendlier alternatives to traditional AR interaction tech-

niques. However, further scaffolding is needed to make these

privacy controls feasible for end-users to apply in everyday,

always-on AR scenarios. Weighing the impact of different AR

interface configurations on both privacy and usability may pose

challenges for users without technical expertise in AR. Further, as

users increasingly leverage AR across dynamic contexts, maintain-

ing their desired level of privacy would require them to frequently

reassess their perceptions of risk and adapt AR interfaces accord-

ingly. However, users already have limited compliance budgets to
take privacy precautions for mobile and web interfaces [3], tending

to abandon practices that require recurring effort [33].

To lower the barrier for everyday AR users to make informed pri-

vacy decisions, we are exploring mixed-initiative approaches

to anticipate and mitigate privacy risks through develop-

ing a suite of AI-enabled “Privacy Assistant” techniques. We

envision an intelligent agent that analyzes changes in AR users’

contexts and makes stepwise recommendations to reconfigure AR

interfaces to meet their privacy preferences (Fig. 5), by applying

adaptation techniques from our design catalogs (Sec. 3).

We are conducting this research in two phases: (1) eliciting de-
sign guidelines for privacy recommendations through studies with

privacy experts and investigating how to align today’s LLMs to

these guidelines; (2) exploring interaction techniques for end-users

to communicate with AR Privacy Assistants (e.g., to specify privacy

preferences or negotiate on AR adaptation techniques).

OngoingWork: Investigating how to align an LLM-enabled

Privacy Assistant to privacy experts’ design guidelines. For-

mulating privacy recommendations for everyday AR involves com-

peting design goals (e.g., balancing AR usability and privacy re-

quirements, strictly aligning advice to users’ privacy preferences

vs. nudging users to be more privacy-conscious). Today’s LLMs

show promise for modeling human behavior [24] and weighing

conflicting goals [8], but their sensemaking capabilities for techni-

cal concepts in AR and privacy are unclear. To elicit concrete design

guidelines and assess the viability of using LLMs for privacy recom-

mendations, we implemented an initial Privacy Assistant driven by

GPT-4 (Fig. 5) to facilitate a study with privacy experts. Inspired by

Find-Fix-Verify [5], we task privacy experts with reviewing the Pri-

vacy Assistant’s output for different scenarios, annotating positive

and negative aspects, and implementing revisions (Appendix A.3).

To investigate technical requirements for aligning LLMs with ex-

perts’ design guidelines, wewill use the experts’ revised examples to

improve our Privacy Assistant implementation via a variety of tech-

niques (e.g., prompt engineering, fine-tuning, retrieval-augmented

generation). To assess the benefits & limitations of each approach,

we will conduct a comparative study with AR and privacy experts.

Future Work: Developing interaction techniques for AR

users to leverage Privacy Assistants. Finally, I plan to develop

interaction techniques that support users’ communication with the

Privacy Assistant and aid their privacy decision-making. Specifi-

cally, I am interested in (1) techniques to deliver privacy recommen-

dations without distracting from the AR experience, (2) abstractions
to explain the usability and privacy implications of AR adapta-

tion techniques to non-technical users, and (3) design strategies to

gracefully transition between adaptation techniques and minimize

disruptions to users’ current tasks. I plan to operationalize the suite

of Privacy Assistant techniques into sample AR applications to

evaluate their effectiveness in studies with end-users.

5 DISSERTATION STATUS & AIMS FOR UIST

DOCTORAL SYMPOSIUM

I will start the 5th year of my PhD program in Fall 2024. I plan to

propose my dissertation by February 2025 and complete my defense

by December 2025. As such, the UIST Doctoral Symposium would

come at an opportune time for me, enabling me to receive targeted

feedback to improve the last few projects in my dissertation.

In particular, I would appreciate advice on how to strengthen the

validity of the PrivacyAssistant research, given thatmany aspects of

the future AR ecosystem are under assumption (e.g., to what extent

AR developers would expose underlying application information

to enable a privacy analysis). I also look forward to mentorship on

positioning my work to different academic and industrial research

organizations as I prepare to go on the job market.
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A APPENDIX

A.1 Overview of Reframe System; Characters & Analysis Prompts

Authoring tools Analysis tools

Simulation environments

Record 
message

Characters & prompts

Sequence of frames

Record-and-replay tools
Asset library
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C

E

F

Record 
message

D

Figure 6:ReframeUser Interface.Reframe enables designers to author storyboards as a sequence of of AR application states (A,
B, C) and preview the sequence in the 3D scene, simulating either hand-held or head-worn AR (D). Reframe’s character-driven
analysis tools (E) insert personified representations of threats and analysis prompts to help designers brainstorm mitigation

techniques. Designers can review their threat modeling via screen & audio recording tools (F).

Description Observes the AR user in the 
physical space to learn 
private info about the 
virtual space

Mimic the AR user’s input in the 
physical space to make the AR 
app perform unwanted actions in 
the virtual space

Places unwanted virtual 
content in the physical 
space

Changes the physical 
space to manipulate app 
functionality in the virtual 
space

Shares the physical space with the AR user; could be captured 
by the AR device and represented in the virtual space

Analysis 
prompt

How could your app prevent 
others from learning 
sensitive info about the AR 
content or the AR user?

How could your app make sure 
that the AR content is only 
manipulated by authorized AR 
user(s)?

How could your app 
control who can create 
and share virtual content 
with the AR user?

How could your app still 
function with unforeseen 
changes to the physical 
environment?

How could your app minimize the info captured about 
bystanders and/or increase their awareness?

Eavesdropper Voice & Gesture Hijackers Graffiti Spammer Environment Manipulator Bystanders (adult, child, hand-held & headworn AR users)

Description Observes the AR user while 
using proximity interaction, 
to learn private info

Mimic the AR user’s voice 
commands or gestures to make 
the AR app perform unwanted 
actions

Places unwanted virtual 
content in the physical 
environment

Swaps physical objects in 
the environment when the 
AR app is using object 
detection

Represent other people who may be co-located in the same 
physical space where the user is using the AR app

Figure 7: Characters and Analysis Prompts. Reframe implements nine adversary and bystander characters depicting various

privacy concerns based on a threat model for proxemic interactions in AR. We distinguish between adversaries (shown in red)

and bystanders (shown in blue) to highlight threats posed to the AR user and threats posed by the AR user, respectively.
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A.2 Privacy Adaptation Techniques: Access Control Techniques for Multi-User AR
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Figure 8: Design Catalog of Access Control Techniques for Multi-User AR: In our first elicitation study [26], we investigated

how AR and privacy experts would design and adapt AR interaction techniques to mitigate threats to access control of physical

and virtual content in a multi-user scenario. AR developers can use the resulting design space to augment base interaction

techniques (A-G) with fine-grained access control mechanisms, e.g., allowing users to specify inclusion/exclusion boundaries to

define areas of the physical environment that can be captured.
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A.3 Privacy Assistant: Annotation Task Interface

A

B

Figure 9: Privacy Assistant Annotation Interface. To assess the benefits and limitations of our initial LLM-enabled Privacy

Assistant and work towards concrete design guidelines, we developed an annotation interface to facilitate a study with usable

privacy experts. The interface supports reviewing the Privacy Assistant’s output at each step of the recommendation workflow

(Fig. 5) for different AR usage scenarios. To identify positive and negative aspects of the LLM’s output, privacy experts can

highlight text and assign custom tags (e.g., “Statement is Misaligned with the User’s Privacy Profile.” ) (A). Experts can suggest

revisions to the output by directly editing the text or variables (B). For example, the expert in (B) disagreed with the Privacy

Assistant’s assessment that the context event did not significantly impact the user’s privacy needs; changing this “decision

variable” allows the expert to view and edit the next phase of the recommendation workflow.
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